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Ÿ The government should avoid implementing a general mandate for intermediaries to either weaken 

encryption standards or create backdoors in their products/platforms because this constitutes a 

disproportionate intrusion into the right to privacy. Such a mandate will also likely fail a cost-benefit 

analysis in view of the possible effects on network security, the availability of alternatives with law 

enforcement agencies (LEAs), the limited impact of such a move on criminal use of the Internet, and 

geopolitical considerations.

Ÿ India must instead seek to implement rights-respecting processes to enable law enforcement to 

access data collected by intermediaries in a timely manner. The government must also take a more 

long-term perspective by seeking to enhance its capacities, including by developing hacking capabilities, 

with sufficient regulatory oversight. 

The rising use of encryption is said to be 
problematic for LEAs, in that it directly 
impacts their ability to collect data required to 
prosecute offences. This has led to various 
proposals to address this perceived impasse, 
although there is no global consensus on best 
practices dealing with unrecoverable 

i
encryption.  In India, the government has 
proposed adopting new Intermediary 
Guidelines under the IT Act, 2000, that seek 
to extend the  “technical assistance” mandate 
of intermediaries to ensure “traceability”, 
although the term has not been clearly 

iidefined.  This provision goes beyond existing 
mandates in the law that require holders of 
encryption keys to provide decryption 
assistance, when called upon to do so, in 
accordance with due process and based on 
their capability to decrypt the information. 
Courts have also been called to weigh in on 
this debate, with the Madras High Court and 
the Supreme Court hearing petitions that seek 
to facilitate LEA access to end-to-end 
encrypted (E2E) content (through backdoors) 
on platforms such as WhatsApp, although 

iiithere has been no definitive ruling so far.  A 
Rajya Sabha Ad-hoc Committee Report 
released in 2020 has also recommended that 
LEAs be permitted to break or weaken E2E to 

iv
trace distributors of illegal content.
Ÿ Against this background, the paper 
examines the scope of the obligations that 
ought to be imposed on intermediaries to 
provide “technical assistance” to LEAs, and 
whether that should extend to weakening 
standards of encryption, such as through the 
creation of backdoors. The paper also 

examines, in brief, proposals for alternatives, 
such as the use of escrow mechanisms and 
ghost protocols.
Ÿ The paper begins with an introduction to 
the concept of encryption, provides a 
background to the global encryption debate, 
and outlines the legal framework governing 
encryption in India. The paper then examines 
the problems caused to LEAs by the use of 
encryption – both recoverable and 
unrecoverable - and contrasts these with the 
concerns that are likely to arise due to an 
enhanced “technical assistance” mandate. 
The paper concludes with an examination of 
the constitutionality of a general mandate to 
create backdoors in encryption products, 
while also pointing to various factors that 
must be considered before implementing such 
a policy such as the effects on privacy, 
network security, geopolitical implications, 
etc.  

Main arguments
 

Ÿ Encryption secures against unwanted 
access to communications. This ensures 
confidentiality and integrity of data and 
creates trust in electronic systems. 
Ÿ However, the use of encryption can enable 
bad actors to “go dark”, thereby making it 
difficult for LEAs to carry out their functions. 
Ÿ The concerns with the use of encryption are 
driven by a number of factors, namely growing 
instances of cybercrime, the growing use of 
strong encryption being embedded by default 
into technology products (such as WhatsApp 

Context



and Signal), the increased use of 
authentication features in devices such as the 
passcode to unlock an iPhone, and the use of 
data minimisation practices such as transient 
messaging or 'disappearing messages'. 
Ÿ These concerns have led to calls for 
intermediaries to weaken encryption 
standards or create backdoors in their 
products/platforms. 
Ÿ However, the creation of backdoors is 
problematic for the following reasons:

- Privacy: Private thoughts and 
communications, being an expression of 
a person's identity, deserve protection 
from unwarranted government intrusion. 
Surveillance can also lead to unwanted 
behavioural change at social and 
individual levels and create a chilling 
effect. 

-  Security: Creating backdoors can weaken 
network security as anyone can exploit 

v
them, not just the government.  
Backdoors create single points of failure 
– which is bad system design. They can 
also lead to greater complexity in 
system design, which can make 

vinetworks more vulnerable to attack.  
-  Mandating decryption can be seen as 

violating an individual's right against 
vii

self-incrimination.
-  Surveillance itself is not meant to be a 

frictionless process. It has been argued: 
(a) that introducing inefficiencies in the 
functioning of LEAs is what separates a 

viiipolice state from a democracy, and (b) 
India has seen a shift towards a “due 
process” model from a “crime control 

ixmodel”.  Encryption creates procedural 
hurdles, ensuring some checks and 
balances over the functioning of LEAs, 
and the possibility of mass surveillance, 
thereby re-balancing the asymmetric 
power distribution between the State 
and citizen

Ÿ Given these concerns, should the duty of 
“technical assistance” extend to the creation 
of backdoors?

- As far as recoverable encryption is 
concerned, there is no need for creation 
of backdoors as the intermediary 
already has the decryption key. The 
focus in such cases should be to 
implement proper oversight and other 
procedural frameworks to ensure that 
LEAs exercise their powers of 
surveillance or decryption 
appropriately. The Indian statutory 
framework is lacking in this regard. 
There is no judicial oversight, no 
proportionality requirements in the law, 
and no meaningful checks and balances 

over decryption processes. We have 
proposed changes along these lines in 
order to improve the transparency and 
accountability of the system. 

- The  situation with regard to 
unrecoverable encryption is more 
complex since only the user can 
decrypt the content. However, even in 
this case, mandating backdoors is not 
an appropriate policy answer, as:
(i)  LEAs have multiple alternatives to 

collect information, including by 
accessing metadata and 
unencrypted backups of encrypted 
communications. They can also use 
targeted surveillance methods to 

xconduct investigations.  
(ii)  India is already using spying 

technology, as we saw in the 
Pegasus case, although we 
recommend that such a procedure 
should be institutionalised only 
after introducing regulatory 
oversight. LEAs also have other 
methods they can use - from key-
stroke logging programs to 
exploiting weaknesses in 
implementation of encryption 

xiisystems.  
- Accordingly, there may be a need to 

carry out a more detailed cost-benefit 
analysis in such cases. This exercise 
should consider, inter alia:
(i)  The number of cases where 

unrecoverable encryption has 
proved to be a hurdle for LEAs in 
collecting relevant information.

(ii)  The cost to intermediaries in 
changing their platform 
architecture.

(iii)  The risk of such laws getting caught 
xiii

up in global geopolitics.
(iv)  Whether such laws will be effective, 

considering that many criminals 
may use open source encryption or 
encryption from platforms that are 
not located within Indian 

xivjurisdiction.
- Finally, while a mandate for targeted 

decryption or assistance may be 
constitutional if it is backed by a law 
with sufficient safeguards, a general 
mandate for creation of backdoors is 
unlikely to pass constitutional muster, 
assuming a high intensity of 
proportionality review is applied. A 
higher intensity of judicial review will 
have to look not just at whether the 
proposed intervention would 
substantially improve national security, 



but would also need to engage with the 
fact that it would (a) compromise the 
privacy and security of individuals at all 
times, regardless of whether there was 
any evidence of illegal activity on their 
part, and (b) that LEAs have other 
alternative means available to them to 
carry out investigations. Thus, the paper 
highlights how a general mandate for 
backdoors is not the least restrictive 
measure available. 

Conclusion/Policy recommendations

Ÿ A general backdoor to 'break' 
unrecoverable encryption is not proportionate, 
given the significant privacy and security 
concerns, and the alternatives available with 
LEAs to aid their investigation processes.
Ÿ The Indian government should support the 
development and use of strong encryption 
systems. 
Ÿ Rather than limiting the use of certain 
technologies, or mandating significant 
changes in platform/network architecture, the 
government should take a more rights-
preserving and long-term view of the issue. 
This will enable a more holistic consideration 
of the interests involved, avoid unintended 
consequences, and limit the costs that come 
with excessive government interference in the 
technology space. The focus of the 
government must be on achieving optimal 
policy results, while reducing costs to the 
ecosystem as a whole (including privacy and 
security costs). A substantive mandate to limit 
the use of strong encryption would increase 
costs for the entire ecosystem, without 
commensurate benefits as far as state 
security is concerned. 
Ÿ The tussle between LEAs and criminals has 
always been an arms race. Rather than 
adopting steps that may have significant 
negative effects on the digital ecosystem, the 
government could learn from the policies 
adopted by countries such as Germany, Israel 
and the USA. This would involve interventions 
along two axes – legal changes and measures 
to enhance state capacity.
Ÿ The legal changes that can be 
implemented, include:

- Reform of surveillance and decryption 
related processes to clarify the powers 
of LEAs, and ensure appropriate review 
and oversight. It is also essential to 
standardise and improve current 
methods of information access by LEAs 
at both domestic and international 

levels. There must be greater 
transparency in the entire surveillance 
and information access apparatus, 
including by casting obligations on 
intermediaries and the State to make 
relevant disclosures to the public.

- Adoption of a Vulnerabilities Equities 
Process, which could enable reasoned 
decisions to be made by the government 
about the disclosure of 
software/network vulnerabilities 
(thereby allowing these to be patched, in 
circumstances where this would not 
significantly affect security interests). 
Such a process is used today in the US, 
and while not without critics, does 
enable a better balancing o f privacy, 

xvsecurity and other interests.
- Amendment of telecom licenses, which 

currently give excessive leeway for 
exercise of executive authority, without 
sufficient safeguards.

Ÿ  The government must also focus on 
enhancing its own capacities. This can include 
measures such as:

- Developing and enhancing covert
hacking capacities (though these must 
be implemented only subject to 
appropriate oversight and review 
processes). To this end, there must be 
appropriate funding of LEAs, including 
by hiring security and technical 
researchers.

- Investing in academic and industry 
research into cryptography and allied 
areas. The government should also aid 
the development of domestic entities, 
which can participate in the global 
market for data security related 
products. Enhancing coordination 
between industry, academia, and the 
State is essential.

 - Increasing participation in international 
standard setting and technical 
development processes.
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